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Abstract  
With respect to multiple attribute decision making problem with linguistic information of 

attribute values and state probability, a new decision making approach is proposed on the base of 2-

tuple linguistic and error-eliminating. Firstly, the concepts of error-loss value, maximum error-loss 

value and their corresponding mathematical models are given on the base of Error-Eliminating 

theory. Secondly, after analyzing the one-to-one relationship between the linguistic information of 

attribute values and the linguistic information of error-loss, the way how decision matrix is 

converted into error-loss matrix is given. And then, the 2-tuple weighted averaging (T-WA) 

operator is used to calculate the comprehensive error-loss value, and the comprehensive error-loss 

matrix is built. At last, the expected error-loss 2-tuple weighted averaging (EET-WA) operator used 

to aggregate the comprehensive is defined, and the alternative strategies are prioritized and selected 

according to the aggregated result. The feasibility and effectiveness of this model has been proved 

by an example of application. 
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In recent years, multiple attribute decision making(MADM) problem with linguistic 

information of attribute values has attracted a lot of experts’ attention[1-2]. The traditional/regular 

approaches for dealing with linguistic information of attribute values can be classified into two 

categories. (1) Converting linguistic information into fuzzy number, which is then operation 

processed. For example, linguistic information is converted into triangular fuzzy number or normal 

fuzzy number by Liu Pei-de and Liu Lin[3-4], which is then used for information aggregation. (2) 

Processing the linguistic information directly. For example, ILGDOWA operator, ILGDHWA 

operator and LTOPSIS model are used to aggregate the linguistic information of attribute value by 

Peide Liu and Elio Cables [5-6]. In both categories, loss of information and lack of precision are the 

main weaknesses, and the results are usually hard to be understood [7].  

In order to these weaknesses, a 2-tuple linguistic representation model used to aggregate 

linguistic information is proposed by the Spaniard Herrera and Herrera-Viedma[8], who also 

propose the 2-tuple ordered weighted averaging (T-OWA) operator[9]. During the last decade, the 

2-tuple linguistic representation model has been widely used, because of its usefulness, its accuracy, 

its interpretability, its simplicity in managing and so forth [10]. The generalized 2-tuple weighted 

average (G-2TWA) operator, generalized 2-tuple ordered weighted average (G-2TOWA) operator, 

induced generalized 2-tuple ordered weighted average (IG-2TOWA) operator, dependent 2-tuple 

ordered weighted averaging (D2TOWA) operator and dependent 2-tuple ordered weighted 

geometric (D2TOWG) operator are proposed by Wei, Wei and Zhao [11-12], on the base of 2-tuple 

linguistic representation model and T-OWA operator. The 2-tuple linguistic power average 

(2TLPA) operator and 2-Tuple linguistic power ordered weighted average (2TLPOWA) operator 

are proposed by Xu and Wang. And then, the approaches for multiple attribute group decision 

making under linguistic environment are built based on this two operators [13]. In order to deal with 

multi-attribute group decision making(MAGDM) problem with linguistic information, a 2-tuple 

MAGDM method based on VIKOR method is proposed by Zhang and Guo[7]. To deal with multi-

criteria group decision making problem with linguistic information extended VIKOR method is 

given by Ju and Wang[14]. 

In terms of research methods, the attribute values are processed directly by 2-tuple linguistic 

model, and the error and error-loss are never considered in the above researches. In terms of 

research contents, the above researches mainly focuses on the situations where attribute values 

and(or) weights are linguistic information. However, in the real word, the size of error-loss is one of 

the most important factors which affect the alternative strategies selection. What’s more, the 

situation of attribute values and state probability with linguistic information is overlooked. From 

what has been discussed, the purpose of this paper is to combine 2-tuple and error-eliminating 
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theories to develop a new methodology for solving MADM problems with linguistic information of 

attribute values and state probability 

 

2.  Preliminaries 

2.1  2-tuple linguistic  

The 2-tuple linguistic represent model expresses linguistic information of attribute values by 

means of 2-tuples ),( kks α , the meanings of ks  and kα  are expressed as follows [7]:  

(1) },,,{ 10 qsssS !=  is a linguistic term set, q is a even number, Ssk ∈ , and sk must satisfy the 

following four characteristics[7,9]:  

� The set is ordered: si≥sj, if i≥j;  

� There is a negation operator: neg(si)=sj, where j=q-i;  

� Maximization operator: max(si,sj)=si, if si≥sj; 

� Minimization operator: min(si,sj)=si, if si≤sj. 

 (2) kα  is the value of the symbolic translation expressing the value of deviation form the 

evaluation result to sk, and )5.0,5.0[−∈kα [7,9]. 

Definition 1 ([7,9,14]) Let },,,{ 10 qsssS !=  be a linguistic term set, Ssk ∈  be a linguistic 

label. Then the corresponding 2-tuple linguistic form of sk is expressed as follows:  

Ssss

SS

kkk ∈=

−×→

),0,()(

)5.0,5.0[:

θ

θ
  (1) 

Definition 2([7,9,14])  Let β  be the aggregation result of linguistic information symbolic, 

],0[ q∈β , and q+1 is the cardinality of linguistic term set S. Then the 2-tuple which expresses the 

same information to β  can be expressed as follows:   

),()(

),5.0,5.0[],0[:

kks

Sl

αβ =Δ

−×→Δ
   (2) 

where, )(βroundk = , kk −= βα , )5.0,5.0[−∈kα 。 

 Definition 3 ([7,9,14]) Let ),( kks α  be a 2-tuple and S be a linguistic term set, Ssk ∈ ，

)5.0,5.0[−∈kα . Then the 2-tuople ),( kks α can be returned to its corresponding numerical value 

Rl ⊂∈ ],0[β by the following function: 

βαα =+=Δ

→−×Δ
−

−

kkk ks

qS

),(

],0[)5.0,5.0[:
1

1

 (3) 
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Definition 4 ([9]) Let )},(,),,(),,{( 2211 mmsss ααα !  be the set of 2-tuples and (w1,w2,…,wm)T 

be the weights vector. The 2-tuple weighted averaging (T-WA) operator is defined as  

⎟
⎠

⎞
⎜
⎝

⎛
ΔΔ= ∑

=

−
m

i
iii sws

1

1 ),(),( αα   (4) 

When the weights vector is expressed in the form of 2-tuple ( )Tmmwww ),(,),,(),,( 2211 ααα ʹ′ʹ′ʹ′ ! , the 

T-WA operator is translate into the form of following function[7,9]. 

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

ʹ′Δ

ʹ′ΔΔ
Δ=

∑

∑

=

−

=

−−

m

i
ii

m

i
iiii

w

ws
s

1

1

1

11

),(

),(),(
),(

α

αα
α  (5) 

 

2.2 Error-eliminating theory  
Error-eliminating theory takes error as the research object, the generation, transmission and 

transformation of error as the research contents, the decreasing or avoiding error-loss as the 

research purpose and the method of quantitative and qualitative as the research means [15-17]. The 

concepts of error, error function, and error-loss and so on are defined as follows according to Error-

eliminating theory. 

Definition 5 ([18-19]) Let U be the universe of discourse, Uu∈ , and G be a group of certain 

and qualified rules of U. If u cannot be derived by G (including: u cannot be derived completely, 

partly or unsure), then u is erroneous in U for G. 

Definition 6 Let U be the universe of discourse, U ʹ′  be a object set which is built on the base of 

U, Uu ʹ′∈ʹ′ , GYj (j=1,2，……n) be a intrinsic function of object set U ʹ′ . When uʹ′  is erroneous 

completely, the maximization value of the possible loss of GYj is called maximum error-loss value, 

which can be express as lmax. 

Definition 7  Let U be the universe of discourse, U ʹ′be a object set which is built on the base of 

U , G be a group of rules of U ʹ′  and }),{( UuGuV ʹ′∈ʹ′ʹ′= ， RVf →: . Then f is called the error 

function based on U for G ( )(ufe ʹ′=  for short), where R is real number field, e is the error value 

of uʹ′  under the rules of G. 

Definition 8  Let U be the universe of discourse, U ʹ′  be a object set which is built on the base 

of U, Uu ʹ′∈ʹ′ , GYj (j=1,2，……n) be a intrinsic function of object set U ʹ′ . When uʹ′ is 

erroneous, the loss value of GYj is called error-loss value, expressing as l. l can be expressed as the 

product of error value and maximum error-loss value, namely l=e×lmax. 
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3.  Error-Eliminating decision-making method based on 2-tuple linguistic 

3.1 The description of decision making problems  
     With respect to multiple attribute decision making problems with linguistic information of 

attribute values and state probability, the concerning sets, vectors and variables are described as 

follows. Let A be the set of alternative strategies, ),,2,1( miAai !=∈ , C be the set of attributes, 

),,2,1( njCc j !=∈ , T be the set of states, ),,2,1( rkTtk !=∈ . Let )(
,
k
jix  be the attribute value(in the 

form of linguistic information) of cj of ai in the state of tk, and Sx kji ∈)(, . Hence the decision matrix 

of the state tk can be expressed as ( )
nm

k
ji

k xX
×

= )(
,

)( , and its 2-tuple form is ( )
nm

k
ji

k xX
×

= )0,( )(
,

)( . 

W=(w1,w2,…，wn) be a weight vector of attribute, where 0≤wi≤1，∑
=

=
n

i
iw

1

1. The state probability 

just only can be described in the term of linguistic term set pS . ( )),(,),,(),,( 2211
p
rr

pp pppP ααα …=  be 

the 2-tuple probability vector , where p
k Sp ∈ ， )5.0,5.0[−∈pkα ，and pS and S have the same 

cardinality.  

 

3.2 Constructing error-loss matrix 

When discussing the problem of multiple attribute decision making under risk, by Definition 6, 

the maximum error-loss value of attribute cj can be expressed as the difference between the 

maximum assessing value and minimum assessing value under condition tk , shown as (6). 

 )()(

max
k
j

k
j xxl −=  (6) 

Where ( ))( ,)(
,2

)(
,1

)(
,,,max k

jm
k
j

k
j

k
j xxxx != ， ( ))( ,)(

,2
)(
,1

)( ,,,min k
jm

k
j

k
j

k
j xxxx != 。 

By Definition 7, the error function of attribute cj in alternative strategies ai under state tk can be 

expressed as (7). 

( )
)()(

)(
,

)(

)(
, k

j

k
j

k
ji

k
jK

ji
xx

xx
xfe

−

−
==  （7） 

Where ( ))( ,)(
,2

)(
,1

)(
,,,max k

jm
k
j

k
j

k
j xxxx != ， ( ))( ,)(

,2
)(
,1

)( ,,,min k
jm

k
j

k
j

k
j xxxx != . 

By Definition 8 and (6) and (7), the error-loss value of attribute cj in alternative strategies ai 

can be expressed as (8). 

)(
,

)()(
,

k
ji

k
j

k
ji xxl −=  （8） 
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 Assume that i
k
j sx =
)(

, j
k
ji sx =)(, , Ssi ∈ , Ss j ∈ , by (5), then it must exist i≥j，si≥sj. The 

greater the difference between si and sj, the bigger the error-loss value will be. The degree of the 

error-loss can be described by new constructed ordered linguistic terms Sl, lk
ji Sl ∈)(, . Assuming 

i
t

k
ji sl =)(, , Ss lt ∈ , by (8), we can see, 

ji
l
t sss −=  (9) 

For the difference between si and sj is a integral number between 0 and q (here q+1 is the 

cardinality of S), Sl which has q+1 linguistic terms can be built to described the error-loss value and 

make one-to-one correspondence between )(
,
k
jil  and )(

,

)( k
ji

k
j xx − . For ),,,( 21

l
q

lll sssS !=  

when l
j

l
i ss ≥ , the error-loss of l

is  is lesser than the error-loss of l
js . Obviously Sl has features of 

inverse operation and ordering of binary semantics. In (8), when si and sj are in a same linguistic 

term, that is i-j=0, l
ts is the biggest element l

qs  in Sl. When there is a grade difference between si and 

sj, that is i-j=1, the error loss is lesser, l
ts is the second largest element l

qs 1−  in Sl. And so on, when 

the grade difference between si and sj is q, that is i-j=q, the error loss is largest, l
ts is the least 

element ls0  in Sl. According to these rules, (9) can be expressed as (10). 

ji
l

jiq sss −=−− )(  (10) 

By 2-tuple linguistic, we can transform (10) into (11). 

( )),(),(),( 11
)()(

1
jjiijiq

l
jiq ssqs ααα −−

−−−−
− Δ−Δ−=Δ  (11) 

Where, )5.0,5.0[)( −∈−− jiqα , )5.0,5.0[−∈iα , )5.0,5.0[−∈jα , q is the linguistic granularity of 

ordered linguistic sets of Sl and S. By (11), (8) can be expressed as (12). 

( ) ( )( )),(),(~, )(
,

)(
,

1)()(1)(
,

)(
,

k
ji

k
ji

k
j

k
j

k
ji

k
ji xxql ααα −− Δ−Δ−Δ=   (12) 

Where, lk
ji Sl ∈)(, , Sx kji ∈)(, , )5.0,5.0[~ )(

, −∈k
jiα , )5.0,5.0[)( −∈k

jα , )5.0,5.0[)(
, −∈k
jiα , q+1 is the 

linguistic granularity of ordered linguistic sets of Sl and S. 

  By (12), decision matrix ( )
nm

k
ji

k xX
×

= )0,( )(
,

)(  can be transformed to error-loss matrix 

( )
nm

k
ji

k
ji

k lL
×

= )~,( )(
,

)(
,

)( α . 

 

3.3 Constructing comprehensive error-loss matrix 
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The 2-tuple linguistic information of row i in error-loss matrix L(k) using T-WA Operator can be 

integrated to obtain the comprehensive error-loss 2-tuple linguistic information Li,k of alternative 

strategies ai of .state tk as follows: 

( ) ⎟
⎠

⎞
⎜
⎝

⎛
ΔΔ== ∑

=

−
m

i
ji

k
jiikikiki lwlL

1
,

)(
,

1
,,, )~,(, αα   (13) 

Where， l
ki Sl ∈, ， )5.0,5.0[, −∈kiα ，k=1,2,…,r。 

      By (13), the comprehensive error-loss matrix ( )
rmkikilL
×

= ),( ,, α  of different alternative 

strategies can be obtained under different conditions. 

 

3.4 Calculating expected error loss value 
   By the expected utility theory, the expected error-loss value of an alternative strategy can be 

obtained by calculating the error loss value and its possibility under different conditions. The 

attribute error-loss value and state possibility are linguistic information. And the linguistic 

granularities of attribute error-loss value linguistic assessing sets lS  is the same as the linguistic 

granularity of state possibility linguistic assessing sets pS . Where, the granularities of lS , pS  and S 

are all q+1. Referring to weighted averaging operator of 2-tuple linguistic, by (5), expected error 

loss 2-tuple weighted averaging operator can be given as follows. 

Definition 9 Let ( )),(,),,(),,( ,,2,2,1,1, ririiiii lll ααα !  be the error loss vector of alternative 

strategy ai under different states, the corresponding possibility is ( )Tp
rr

pp ppp ),(,),,(),,( 2211 ααα … , 

and 

)5.0,5.0[,,
),(

),(),,(
),( ,

1

1

1

1
,,

1

−∈∈

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛
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ΔΔ
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∑

∑

=

−

=

−−

i
l

kir

j

p
jj

r

j

p
rijiji

ii
e
i Sl

p

pl
lL α

α

αα
α    (14) 

is called the expected error-loss 2-tuple weighted averaging operator(EET-WA). 
By Definition 9, the 2-tuple linguistic information e

iL  of expected error loss in alternative 

strategy ai can be obtained by aggregating the 2-tuple linguistic information of row i in 

comprehensive error loss matrix L. 

By the rule of 2-tuple linguistic comparison, when e
iL  of strategy ai is larger the loss of expected 

error is smaller and strategy ai is more optimal. 

 

3.5 Procedures of 2-tuple linguistic error eliminating decision making 



 

 46 

Step 1: Obtain decision matrix )(kX , attribute weight vector W, condition possibility vector P 

by analyzing and investigating different conditions. 

Step 2: Calculate error loss matrix L(k)  under different states by  (12). 

Step 3: Calculate comprehensive error loss matrix L using T-WA operator by (13). 

Step 4: Calculate expected error loss 2-tuple linguistic information e
iL  of each alternative 

strategies using EET-WA operator by (14). 

Step 5: By the rule of 2-tuple linguistic comparison, sort alternative strategies according to the 

values of e
iL  and choose the best strategy. 

 

4. Application of the proposed method 

In the process of agricultural informationization construction, a town plans to choose a village 

that meets requirements and then, with additional support, turn it into an agricultural 

informationization model village. After a preliminary assessment, 4 villages stand out as candidates, 

marked as a1、a2、a3、a4. The different geographical locations, industrial structures and 

population qualities of the 4 villages leads to great difference of demonstrative effect c1, 

promotional and directional effect c2, long-term instructional effect c3. Based on previous 

experience, the forecasting result of model village construction may be successful t1,  qualified t2, or 

unsuccessful t3.  For the lack of statistical data and the ambiguity of understanding, the attributes and 

possibilities of different situations can only be described in natural linguistic terms. Assume that a 

linguistic assessment set is composed of 7 elements, the value of attribute is the element of 

linguistic assessment set S={s0=extremely poor, s1=very poor, s2=poor，s3=medium, s4=large, 

s5=very large, s6=extremely large}, the error loss situation of attribute is the element of linguistic 

assessment set lS ={ ls0 =extremely large， ls1 =very large， ls2 =large， ls3=medium， ls4 =little，

ls5=very little， ls6 =nothing}, the possibility of different situation is the element of linguistic 

assessment set SP={ ps0 =extremely low， ps1 =very low， ps2 =low， ps3 =medium， ps4 =high，

ps5 =very high， ps6 =extremely high}. After assessing the decision information table under risk of 

four candidates, shown in table 1, the weights of index c1~c3 are w1=0.2、w2=0.3、w3=0.5. The 

possibility of different situation is t1 low（ ps2 ）, t2 very high（ ps5 ）, t3 medium（ ps3 ）. Which 

village is the best choice? 
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Table 1  the decision information under risk of four candidates 

candidates 
t1 t2 t3 

c1 c2 c3 c1 c2 c3 c1 c2 c3 

a1 s6 s4 s4 s5 s3 s3 s5 s3 s1 

a2 s3 s5 s3 s2 s5 s1 s0 s5 s0 

a3 s4 s3 s5 s2 s1 s2 s1 s0 s2 

a4 s5 s4 s5 s4 s2 s4 s2 s1 s4 

 

By (12), the decision information of table 1 can be transformed into error loss matrix of 

different situation, shown as (15), (16), (17) (The detail derivation is given in appendix). 

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛
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 By (13), the comprehensive error loss matrix can be obtained as (18). 
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   By (14), the expected error loss values of alternative strategies a1~a4 are )34.0,( 51 −= le sL ，

)27.0,( 42 −= le sL ， )41.0,( 43
le sL = ， )19.0,( 54 −= le sL , obviously  3214 aaaa ≻≻≻ .  

 

5. Conclusion 

For the complexity of the physical world and the ambiguity of understanding, decision 

information can hardly be described quantitatively. Moreover, the size of the error-loss is a essential 

element affecting the decision making. Hence, in this paper, in order to reducing and avoiding the 

error loss, considering the attribute value and the state possibility is a multi-attribute decision 
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making problem, a method that transforms the linguistic assessing information of attribute into 

error-loss linguistic information is proposed and the EET-WA Operator is proposed based on 

expected utility theory and T-WA Operator. Finally information integrated by 2-tuple linguistic 

represents the model. The research expands the application area of error eliminating and provides a 

new idea and method to look at similar problems. 
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Appendix   

Here，how the attribute value (s4) of attribute c2 in alternative strategies a1 under state t1 be 

change into error loss value is used as an example to explain the equations (15) to (17).    

Form the above application example, we can know that because the cardinality of linguistic 

assessment set S is q+1=7，so q=6; the maximum assessing value of attribute c2 under state t1 is 

( ) 54354
)1(
2,4

)1(
2,3

)1(
2,2

)1(
2,1

)1(
2 ),,,max(,,,max sssssxxxxx === ; the attribute value of attribute c2 in 

alternative strategies a1 under state t1 is 4
)1(
2,1 sx = . By Equation (1), the 2-tuple linguistic form of 

)1(
2x and )1(

2,1x  can be expressed as )0,(),( 5
)1(

2
)1(
2 sx =α  and )0,(),( 4

)1(
2,1

)1(
2 sx =α . After q=6, 

)0,(),( 5
)1(

2
)1(
2 sx =α , )0,(),( 4

)1(
2,1

)1(
2 sx =α  are substituted into Equation(12), the 

( ) ( )( ))0,()0,(7~, 4
1

5
1)1(

2,1
)1(
2,1 ssl −− Δ−Δ−Δ=α   is determined. Combining (2) and (3), it can easy know 

that ( ) )0,(~, 5
)1(
2,1

)1(
2,1

lsl =α . Similarly, the error loss matrix L(1) of state t1, the error loss matrix L(2) of 

state t2 and the error loss matrix L(3) of state t3 can easily be computed.   


